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1. Introduction

In mathematics, the intersection $A \cap B$ of two sets $A$ and $B$ is the set that contains all elements of $A$ that also belong to $B$. In practice, however, the problem is typically related to a collection of sets $S = \{S_1, S_2, \ldots, S_M\}$ and we are often asked to evaluate the intersection over a sub-collection of $S$:

$$S_{i_1} \cap S_{i_2} \cap \ldots \cap S_{i_m}$$

for some $m \leq M$.

This is a key operation in information retrieval, especially for Web search engines and text databases, by which each $S_i$ ($i \in \{1, \ldots, M\}$) is a subset of document identifiers containing a certain word (normally stemmed [39,54]), called an
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inverted list. Then, to find all the documents containing a set of words $w_1, \ldots, w_k$, a set intersection like the above over all the inverted lists associated with these words needs to be conducted.

In the past several decades, there is a lot of research on this interesting topic, such as adaptive and melding algorithms [5–9,23,24], building additional data structures like skipping lists [43], treaps (a kind of balanced trees) [12], indexes [21], hash tables over sorted lists [3,26], and so on. All of them can improve the time complexity at most by a constant factor, but none of them is able to bring it down by an order of magnitude.

In this work, we explore a different way to speed up pair-wise intersections by constructing indexes, which are substantially different from any existing strategy. Concretely, our method works as follows.

- Put all the sets: $S_1, S_2, \ldots, S_M$ in a sequence decreasingly sorted by their sizes. Then, represent each $e \in \bigcup_{i=1}^{M} S_i$ as a subsequence of set identifiers such that each set in this subsequence contains $e$, denoted as $s_e$.
- Construct a trie $T$ over all $s_e$'s.
- Replace each $S_x$ (where $e \in \{1, \ldots, M\}$) with an interval sequence $X$, where each interval in $X$ is created by applying a kind of tree encoding over $T$.
- Associate each interval in $X$ with a subset of $S_x$. In this way, we decompose $S_x$ into a collection of disjoint subsets, and transform the comparison of elements (for doing set intersections) to the checking of interval containment. In many cases, an interval sequence is much shorter than the corresponding set. Therefore, the search of $X$ can be faster than the search of the corresponding set $S_x$.
- For each interval sequence $X$ constructed for a certain $S_x$, we will construct a second sequence, $T_x$, such that each element in it corresponds to the lowest common ancestor (LCA for short) of some nodes in the trie $T$, whose intervals make up a segment in $X$. $T_x$ is used to control the binary search of $X$ when a set intersection involving $S_x$ is evaluated.

Let $S_x, S_y$ be two sets with $|S_x| < |S_y|$. Up to now, the best on-line algorithm for intersecting $S_x$ and $S_y$ requires $O(|S_x| \cdot \log(|S_y|/|S_x|))$ time [5,59]. In contrast, our off-line algorithm needs $O(|Y| \cdot \log \kappa)$ time by using indexes, where $\kappa < |T_x|/|Y|$, where $Y$ is an interval sequence created for $S_y$. As can be seen later, we always have $|Y| \leq |X| \leq |S_x|$ and $|T_x| < |X|$. This time complexity is significantly better than the traditional on-line methods due to the following two key facts:

1. Each interval corresponds to a subset of some set. Therefore, in many cases, the length of an interval sequence created for a set can be much smaller than the corresponding set itself. Especially, the larger a set is, the smaller its corresponding interval sequence is. Only for those very small sets, the sizes of their corresponding interval sequences may be near their sizes.
2. During the binary search of an interval sequence, the relationship between the intervals and their LCAs can be used to skip over a lot of useless interval containment checking while it is not possible by any comparison-based algorithm no matter how sets are stored using different data structures, such as sorted arrays, trees, skipping lists, hash tables, and so on.

The optimal running time of our method is at cost of the space for indexes. Since for each inverted list we will create an interval sequence which is not longer than the corresponding inverted list, the space requirement for all the interval sequences should be linear in the size of all inverted lists. However, since two integers are needed to represent an interval, the used space must be larger than the inverted lists. On the other hand, due to the property that the longer an inverted list is the shorter the corresponding interval sequence is, the difference between interval sequences and inverted lists cannot be very big. For example, for the TREC GOV2 corpus, the size of the interval sequences for all those inverted lists of length smaller than 10k is 1.5 times the size of the corresponding inverted lists. But the size of all the interval sequences together is 1.105 times the size of all inverted lists.

The remainder of the paper is organized as follows. In Section 2, we review the related work. In Section 3, we present the new index structure in detail. In Section 4, we discuss our algorithms to evaluate conjunctive queries based on this index structure, which are further improved by using LCAs in Section 5. In Section 6, we report the test results. Finally, a short conclusion is set forth in Section 7.

2. Related work

The evaluation of set intersections is very important in text databases and Web search engines [13,40]. Much research on this topic has been done in the past several decades. Two methods have been widely advocated as efficient indexing schemes to handle large volume data. One is inverted files [56] and the other is signature files [27]. According to [57], for typical applications of full-text indexing, inverted files are superior to signature files in almost every respect, including speed, space, and functionality.

2.1. Inverted files

By the inverted file, each word will be associated with a sorted list of document identifiers containing the word, which was first reported as early as mid-1960s [34,47]. The subsequent research on this index structure includes integer coding
Adaptive and melding. An adaptive and melding method intersect all the lists in parallel so as to compute the intersection according to different measure of difficulty at each step [7,23]. In [23], the galloping search is used to find a matching element in a sorted set while in [7] the interpolation is utilized. According to [8], for the intersection of k sets: $L_1 \cap \ldots \cap L_k$ ($k \geq 2$) the lower bound of the problem is $O(\delta^{\sum_{i=1}^{k}\log(|L_i|/\delta)})$, where $\delta$ is the minimal number of intervals which cover a totally ordered space (i.e., all the document) such that for each interval $I$, if it covers only a singleton $x$, then $x \in L_i$, otherwise, there exists at least a $L_i$ $(i \in \{1, \ldots, k\})$ with $I \cap L_i = \phi$. In the case of $k = 2$ with $|L_1| < |L_2|$, $\delta = O(|L_1|)$ and $O(\delta^{\sum_{i=1}^{k}\log(|L_i|/\delta)}) = O(|L_1| \cdot \log(|L_2|/|L_1|))$. This is exactly the time complexity of Hwang and Lin's algorithm ([59], should be modified from doing the set union to the set intersection), and Baeza-Yates's [5], which is in fact a balanced version of the former, by which we choose the median element of $L_1$ at the first step and recursively divide $L_1$ and $L_2$ in the subsequent computation. For $k > 2$, the algorithm proposed by Barbay and Kenyon [8] reaches this time complexity.

Hierarchical representation. A set can be represented as a balanced binary search tree, such as treaps [12], skip-lists [43], or a compact two-level structure [44]. They also aim at reducing the number of comparisons. Especially, using treaps [12], the optimal time complexity $O(|L_1| \cdot \log(|L_2|/|L_1|))$ can be achieved. However, due to the tree searching process, this kind of algorithms not always outperforms the binary search over a sorted list. Their advantage mainly consists in the ease of maintenance of balanced data structures.

Hashing-based. There are various methods based on hash-functions to speed up the intersection, such as the algorithms discussed in [11,26]. In [11], two sets $L_1$ and $L_2$ are mapped using a hash-function $h$ to smaller representations $h(L_1)$ and $h(L_2)$, respectively. Then, the intersection is done on $h(L_1)$ and $h(L_2)$. Given k sets: $L_1, \ldots, L_k$ of total size $M$, their intersection can be computed in time $O(M \log^2 C/C + k \cdot r)$ on average, where $r = \sum_{i=1}^{k} |L_i|$, and $C$ is a constant, typically set to be the size of a memory unit. This running time is improved by Ding and König [26], who first divide a set into a collection of smaller subsets, and then map, using a hash-function, each subset into a bit string which can be packed in a single memory unit. In this way, the time complexity can be reduced to $O(M/\sqrt{C} + kr)$. However, we should notice that in both their time complexity analyses, the cost of hashing is not taken into account; but in practice each hash-function computation itself needs in fact a constant time.

Index-based. The method discussed in [21] is index-based, by which an unbalanced binary tree $T$ is constructed with each node being used to store a matrix $M$ over some sets from a database $D$. $M[i,j] = 1$ if lists $i$ and $j$ have a non-empty intersection. Otherwise, $M[i,j] = 0$. The size of $M$ is bounded by $|D|$ (the number of sets in $D$). Since the sets handled by two different nodes can be repeated, the space overhead of the whole index is bounded by $O(|T| \cdot |D|)$. The query time for evaluating $L_1 \cap L_2$ is bounded by $O(\sqrt{|D|} \cdot r + r')$, where $r' = |L_1 \cap L_2|$. For a database $D$ containing a very large amount of words (like TREC GOV2 corpus, which contains more than 38 million words), this time complexity is not much better than Baeza-Yates's [5].

SIMD-based. The SIMD (single instruction/multiple data) has also been used to reduce the running time, as reported in [33, 37, 46]. In [33], a simple algorithm is discussed, which extends the merge-based algorithm by reading multiple elements each time, instead of just one element, from each of two input arrays to use SIMD instructions. However, its theoretical time complexity is bounded by $O(b \cdot \log(|L_1| + |L_2|) - b^2)$, where $b$ is the size of a block, i.e., the number of elements taken each time respectively from $L_1$ and $L_2$ for comparison. The methods discussed in [37,46] have the same time complexities as [33]. In [46], the SIMD is used for the galloping search while in [37] the so-call STNNI instructions (SString and Text processing New Instruction) are used.

Inverted-list compression. Besides the above mentioned methods, there is a quite different stream of research on the compression of inverted lists to reduce the space overhead, but not sacrificing too much query time, including document reordering, classification, and docld compression, such as Rice coding [62], Simple16 coding [62], PF for Delata coding [32], and the modified PF for Delata coding [61].

2.2. Signature files

By the signature file, a word is hashed to a bit string (called a signature) and all the words’ signatures of a document are superimposed (bit-wise OR operation) into a document signature. When a query arrives, its signature will be created using the same hash-function and the document signatures are scanned and many nonqualifying documents are discarded. The rest are either checked (so that the ‘false drops’ are removed) or they are returned to the user as they are [27,28]. The main disadvantage of this method is the false drop [31,35], which needs extra time to check. Over the years, different ways to store signatures have been proposed, such as bit-slice files [35], S-trees [25,51,52], and signature trees [15,16]. By the bit-slice files, the signatures in the file are vertically stored in a set of files [31]. By the S-trees, a signature file is organized into a height balanced multiway tree. The signature tree works in a quite different way, which organizes a set of signatures into a binary tree structure and replaces a sequential search of signatures with a search of binary trees, improving performance by an order of magnitude or more.
2.3. Others

There are some other interesting methods to improve the efficiency of set intersections \([48,53,58]\). In \([48,53]\), the so-called multi-core architecture is utilized to speed up computation, which can also be used to parallelize our method. In \([58]\), scoring functions are used to avoid computing full intersections. The main difficulty of this method is that a scoring function may not be easily established, and the machine-learning techniques have to be employed to solve the problem.

3. Transformation of sorted lists to sorted interval sequences

Let \(N\) be a sequence of sets:

\[ S_1, S_2, \ldots, S_M \]

such that for \(1 \leq i < j \leq M\), \(|S_i| \geq |S_j|\).

Denote \(S = \bigcup_{i=1}^{M} S_i\). For simplicity, assume that each element in \(S\) is an integer \(>0\). Then, each element \(i \in S\) corresponds to a subsequence of \(N\):

\[ S_{i_1}, S_{i_2}, \ldots, S_{i_m} \]

for some \(m\) such that for each \(j \in \{1, \ldots, m\}\), \(i \in S_{i_j}\). Clearly, for \(k < l\), we have \(|S_{i_k}| \geq |S_{i_l}|\). Assign each \(S_j\) an identifier \(w_j\). Thus, we can represent \(i\) as a sequence \(N_i:\)

\[ w_{i_1}, w_{i_2}, \ldots, w_{i_m}. \]

Over all \(N_i\)'s, a trie structure can be constructed as follows.

Let \(D = \{N_1, N_2, \ldots, N_N\}\) be all \(N_i\)'s. Denote by \(trie(D)\) the trie constructed over \(D\).

If \(|D| = 0\), \(trie(D)\) is, of course, empty. For \(|D| = 1\), \(trie(D)\) is a single node. If \(|D| > 1\), \(D\) is split into \(M\) (possibly empty) subsets \(D_1, D_2, \ldots, D_M\) so that a sequence \(N_i\) is in \(D_j\) if its first element is \(w_j\) (\(1 \leq j \leq M\)). The tries \(trie(D_1), trie(D_2), \ldots, trie(D_M)\) are constructed in the same way except that at the \(k\)th step, the splitting of sets is based on the \(k\)th words in the sequences. They are then connected from their respective roots to a single node to create \(trie(D)\) \([36,50]\).

See Fig. 1 for illustration.

In Fig. 1(a), we show a collection of six sets: \(S_1, \ldots, S_6\) each containing one or more positive integers. Fig. 1(b) shows a sequence \(N\) of all the sets sorted decreasingly by their sizes. Fig. 1(c) is a set of subsequences of \(N\), and each subsequence \(N_j\) represents a group of sets with each containing \(j \in \bigcup_{i=1}^{6} S_i\). For example, \(N_7 = 1, 2, 6, 5\) represents four sets: \(S_1, S_2, S_6, S_5\), each containing 7. In Fig. 1(d), we show a trie established over all \(N_i\)'s.

In this trie, \(v_0\) is a virtual root, labeled with \(0\) (representing an empty set) while any other node is labeled with a positive integer \(i\), representing a set \(S_i\). Hence, all the integers on a path from the root to a leaf make up a subsequence of \(N\). For instance, the path from \(v_0\) to \(v_{18}\) corresponds to a sequence \(N_7 = 1, 2, 6, 5\). Thus, to check whether two sets \(S_i\) and \(S_j\) contain a common element, we need only to check whether there exist two nodes \(v_1\) and \(v_2\) such that \(v_1\) is labeled...
with $v_1$, $v_2$ with $j$, and $v_1$ and $v_2$ are on the same path. This shows that the reachability needs to be checked for this task, by which it is asked whether a node $v$ can reach another node $u$ through a path (see [17,18] for a detailed discussion). If it is the case, it is denoted as $v \Rightarrow u$; otherwise, denoted as $v \not\Rightarrow u$.

It is well-known that the reachability checking can be done efficiently by using a kind of tree encoding [4,17], which labels each node $v$ in a tree with an interval $I_v = [α_v, β_v]$, where $α_v$ denotes the rank of $v$ in a post-order traversal of the tree. Here the ranks are assumed to begin with 1, and all the children of a node are assumed to be ordered and fixed during the traversal. Furthermore, $α_v$ denotes the lowest rank for any node $u$ in $T[v]$ (the subtree rooted at $v$, including $v$). Thus, for any node $u$ in $T[v]$, we have $I_u ⊆ I_v$, since the post-order traversal visits a node after all of its children have been accessed. In Fig. 1(d), such a tree encoding is also exhibited, assuming that the children are ordered from left to right. It is easy to see that whether two nodes are on a same path can be checked by interval containment. For example, $v_2 \Rightarrow v_19$, since $I_{v_2} = [5, 16]$, $I_{v_19} = [9, 9]$, and $[9, 9] ⊂ [5, 16]$; but $v_1 \not\Rightarrow v_19$, since $I_{v_1} = [1, 4]$, $I_{v_{19}} = [17, 17]$, and $[17, 17] ∉ [1, 4]$. Let $I = [α, β]$ be an interval. We will refer to $α$ and $β$ as $I[1]$ and $I[2]$, respectively. Then, we have the following lemma.

**Lemma 1.** For any two intervals $I$ and $I'$ generated for two nodes in a trie, one of four relations holds: $I \subset I'$, $I' \subset I$, $I[2] < I[1]$ (denoted as $I < I'$), or $I'[2] < I[1]$ (denoted as $I' < I$).

**Proof.** The lemma can be derived from the post-order traversal process of a tree or a forest. □

Since more than one node in a trie may be labeled with the same number, a number (representing a set) may be associated with more than one interval. Thus, to know whether two sets share common elements, multiple checks may be needed. For example, to check whether $S_2$ and $S_3$ contain common elements, we need to check $v_1$ and $v_8$ each against both $v_{16}$ and $v_{19}$, by using the node’s intervals.

For this reason, each number $x$ in a trie will be associated with an interval sequence of the form: $X = I_1, I_2, ..., I_n$, where $n$ is the number of all those nodes labeled with $x$ and each $I_j = [I_j[1], I_j[2]]$ ($1 ≤ j ≤ n$) is an interval associated with a certain node labeled with $x$. In addition, since any two of these intervals are not on a same path, we can sort $X$ so that for $1 ≤ k < i ≤ n$ we have $I_k < I_i$ (then, $I_i[1] < I_i[2] < I_i[1]$), which will greatly reduce the time for checking reachability. We illustrate this in Fig. 1(e), in which each interval sequence corresponds to a set in Fig. 1(a).

Comparing Fig. 1(a) and Fig. 1(e), the following three properties can be easily observed:

i) Any interval sequence cannot be larger than the corresponding set.

ii) An interval sequence can be much smaller than the corresponding set.

iii) The longer an inverted sequence is, the smaller the corresponding set is.

For example, $S_1 = \{3, 5, 6, 7, 8, 9, 10, 11\}$ contains 8 elements while $L_1 = [5, 16]$ contains only one interval. In addition, we can associate each node $v$ in a trie with a subset $S'$ such that for each $i \in S'$, $N_i$ has a prefix represented by the path from $v_0$ to $v$. For example, the sequence represented by a path: $v_0 → v_2 → v_6 → v_{13}$ is $0, 1, 2, 6$, a common prefix of $N_6, N_7, N_8$. So the subset associated with $v_{13}$ should be $[6, 7, 8]$. Procedurally, the subset associated with a node $v$ can be constructed as below:

- If $v$ is a leaf node, the subset assigned to $v$ contains only one document identifier corresponding to the word sequence represented by the path from the root to $v$.

- If $v$ is an internal node, the subset assigned to $v$ is the disjoint union of all the subsets assigned to its children.

See Fig. 2(a) for illustration.

In this way, we also create a correspondence between intervals and subsets as illustrated in Fig. 2(b). Let $I$ be an interval associated with a node $v$ in $T$. We will denote by $δ(I)$ (also, $δ(v)$) the corresponding subset. Then, we get a different way to evaluate set intersections $S_x \cap S_y$ with $S_y$ appearing before $S_x$ in $N$:

1. Let $X = I_1, I_2, ..., I_m$ and $Y = J_1, J_2, ..., J_n$ be the interval sequences for $S_x$ and $S_y$, respectively.
2. Find $I_{n1}, ..., I_{nk}$ for some $k$ such that for each $1 ≤ l ≤ k$ there exists some interval in $Y$, which covers $I_{nl}$.
3. Return $δ(I_{n1}) \cup \cdots \cup δ(I_{nk})$ as the result of $S_x \cap S_y$, where $\cup$ represents a disjoint union over disjoint sets.

As an example, consider $L_5 = [1, 1][3, 3][5, 5][8, 8][13, 13][17, 18]$ (for $S_5$ in Fig. 1(a)) and $L_2 = [1, 4][5, 11]$ (for $S_2$). To evaluate the interval intersection $S_2 \cap S_5$, we will find a subtree $T_2$ in $L_5$ such that $[1, 4] ⊂ [1, 1]$, $[3, 3] ⊂ [3, 3]$, and $[5, 5] ⊂ [5, 5]$, as well as $[8, 8] ⊂ [5, 5]$, $[8, 8] ⊂ [5, 5]$. Note that the $δ([1, 1]) = \{1\}$, $δ([3, 3]) = \{2\}$, $δ([5, 5]) = \{3\}$, and $δ([8, 8]) = \{7\}$. The answer is then their (disjoint) union: $\{1, 2, 3, 7\}$.

The correctness of the above algorithm is based on the following two lemmas.

**Lemma 2.** Let $N = S_1, S_2, ..., S_M$ be a sorted sequence of sets. Let $N_1, N_2, ..., N_N$ be all the subsequences of $N$ created for all $j ∈ S = \bigcup_{i=1}^{M} S_i \ (j = 1, ..., N)$. Let $X = I_1, I_2, ..., I_n$ be the interval sequence for $S_x \ (x \in \{1, ..., M\})$. Then, $δ(I_1) \cup \cdots \cup δ(I_n) = S_x$.
**Proof.** For each $S_x$, we can view $x$ as its identifier. For each $y \in S_x$, we can view it as the identifier of another set $Q_y$ which contains $y$. Let $v_1, \ldots, v_n$ be all the nodes labeled with $x$ in $T$. Then, $\delta(v_1) \cup \delta(v_2) \cup \ldots \cup \delta(v_n)$ must be the identifiers of all those sets containing $x$, which are exactly equal to $S_x$. □

In a similar way, we can prove Lemma 3.

**Lemma 3.** Let $u$ and $v$ be two nodes in a trie $T$, labeled with two intervals $I_u$ and $I_v$, respectively. If $u$ and $v$ are not on the same path in $T$, then $\delta(I_u)$ and $\delta(I_v)$ are disjoint, i.e., $\delta(I_u) \cap \delta(I_v) = \Phi$.

**Proposition 1.** Let $X = I_1, I_2, \ldots, I_q$ be the interval sequence for $S_x$. Then, $\delta(I_1) \cup \delta(I_2) \cup \ldots \cup \delta(I_q) = S_x$.

**Proof.** According to Lemma 2, we have $\delta(I_1) \cup \delta(I_2) \cup \ldots \cup \delta(I_q) = S_x$. According to Lemma 3, $\delta(I_1) \cup \delta(I_2) \cup \ldots \cup \delta(I_q)$ is equal to $\delta(I_1) \cup \delta(I_2) \cup \ldots \cup \delta(I_q)$. □

As an example, consider the nodes $v_1$ and $v_6$ in Fig. 2(a). They are the only nodes labeled with 2. So $S_2$ is equal to $\delta(v_1) \cup \delta(v_6) = \{1, 2\} \cup \{3, 5, 6, 7, 8\} = \{1, 2, 3, 5, 6, 7, 8\}$.

### 4. Evaluation of set intersections

In this section, we discuss how to efficiently evaluate set intersections by using interval sequences. For ease of explanation, we first discuss a method based on a linear search of interval sequences in 4.1. Then, in 4.2, we discuss a more interesting and efficient method based on a binary search of interval sequences, for which some more new concepts and techniques need to be introduced.

#### 4.1. Evaluation based on linear search

As mentioned in Section 3, to evaluate the intersection of two sets $S_x$ and $S_y$ with $S_y$ appearing before $S_x$ in $S$, we need to search both $X$ and $Y$ to find all those intervals in $X$ such that each of them is covered by some interval in $Y$. Since both $X$ and $Y$ are sorted, a linear search process can be arranged to do the task as follows.

1. Let $X = I_1, I_2, \ldots, I_n$ and $Y = J_1, J_2, \ldots, J_m$. $L = \phi$. (*$L$ is used to store the result.*)
2. Step through $X$ and $Y$ from left to right. Let $I_k$ and $J_l$ be the intervals currently encountered. Compare $I_k$ and $J_l$. We will have one of three possibilities:
   i) If $I_k \subseteq J_l$, append $I_k$ to the end of $L$. Move to $I_{k+1}$ if $k < n$ (then, in a next step, we will check $I_{k+1}$ against $J_l$). If $k = n$, stop.
   ii) If $I_k \not\subseteq J_l$, move to $I_{k+1}$ if $k < n$. If $k = n$, stop.
   iii) If $J_l \not\subseteq I_k$, move to $J_{l+1}$ if $l < m$ (then, in a next step, we will check $I_k$ against $J_{l+1}$). If $l = m$, stop.

Assume that the result is $L = I_{l_1}, I_{l_2}, \ldots, I_{l_p}$ ($0 \leq p \leq n$). Then, for each $1 \leq q \leq p$, there exists an interval $J \in Y$ such that $I_{l_q} \subseteq J$ and we can return $\delta(I_{l_1}) \cup \delta(I_{l_2}) \cup \cdots \cup \delta(I_{l_p})$ as the answer. In Fig. 3, we illustrate the working process on $X = L_6$ and $Y = L_2$ shown in Fig. 1(e).

In Fig. 3, we first notice that $X = L_2 = [1, 4][5, 11]$ and $Y = L_6 = [1, 2][7, 10][13, 15][17, 19]$. In the 1st step, we will check $I_1 = [1, 4]$ against $J_1 = [1, 2]$. Since $[1, 2] \subseteq [1, 4]$, $I_1 = [1, 4]$ will be added to the result $L$. In the 2nd step, we will check $I_1 = [1, 4]$ against $J_2 = [7, 10]$. Since $[1, 4] \not\subseteq [7, 10]$, $I_1$ will be increased by 1 and then we will check $I_1 = [5, 11]$ against $J_1 = [1, 2]$.
See Fig. 5 for illustration.

is in essence a modification of the binary set union discussed in [59].

\[ J \text{ which can be contained in} \]

containment of an interval

4.2. Evaluation based on binary search

The set intersection can also be done by using binary search. However, due to the difference between the containment checking of intervals and the comparison of integers, the traditional binary searching cannot be simply utilized because the containment of an interval \( I \) (from \( Y \)) in another interval \( I' \) (from \( X \)) will not in general allow us to divide \( X \) into two parts. Therefore, a more sophisticated technique is needed to achieve an optimal running time. Specifically, LCAs (lowest common ancestors) have to be used to speed up the working process. In this subsection, we only give a basic algorithm for the binary search of interval sequences, while the discussion on how to employ LCAs will be shifted to the next section.

Before we present the algorithm, we first define two functions which will be used by it as two basic operations.

The first function is \( \text{search}(X, j, J) \) with three inputs: \( X \) – a sorted interval sequence, \( j \) – a position in \( X \), and \( J \) – an interval from some other interval sequence \( Y \) used to find a smallest \( k \leq j \) and a largest \( l \geq j \) such that all the intervals in \( X \) between \( k \) and \( l \) (including \( k,l \) can be contained in \( J \)). See Fig. 4 for illustration.

The second function is \( \text{binarySearch}(X, J, b) \), also with three inputs: \( X \) – a sorted interval sequence, \( J \) – an interval from some other interval sequence, and \( b \) – a Boolean value. If \( b = 0 \), it will try to find an interval in \( X \) by the binary search, which can be contained in \( J \); otherwise \( (b = 1) \), to find an interval which contains \( J \).

With the above two functions, our basic algorithm to do the binary set intersection can be described as follows, which is in essence a modification of the binary set union discussed in [59].

Let \( S_x \) and \( S_y \) be two sets. Let \( X \) and \( Y \) be their interval sequences containing distinct intervals of respective lengths \( n \) and \( m \):

\[ I_1 \prec I_2 \prec \ldots \prec I_n, \quad \text{and} \]

\[ J_1 \prec J_2 \prec \ldots \prec J_m. \]

Assume that \( S_y \) appears before \( S_x \) in \( \mathbb{N} \). Then, we have \( m \leq n \).

The binary set intersection process can be mostly easily described recursively. When \( m = 0 \) (i.e., the shorter list is empty) there is no intersection to be done and the procedure terminates with empty as the result. Otherwise, we figure out \( J_m \), the last interval in the shorter sequence \( Y \), and attempt to find an interval in the longer sequence \( X \) which can be contained in \( J_m \). To do this, let \( l = \lfloor \log \frac{n}{m} \rfloor \). Then, \( 2^l \) is the largest power of 2 not exceeding \( n \). Let \( t = n - 2^l + 1 \). Compare \( J_m \) and \( I_t \). See Fig. 5 for illustration.
We first distinguish among three cases:

Case 1: \( J_m < I_t \)

Case 2: \( I_t < J_m \)

Case 3: \( J_m \supseteq I_t \)

If \( J_m < I_t \) (case 1), then we will search the intervals to the left of \( I_t : I_1, \ldots, I_t \) in Fig. 5. The problem immediately reduces to the situation illustrated in Fig. 6(a). We can finish the set intersection by recursively applying the binary set intersection to lists \( X' = I_1, \ldots, I_t \) and \( Y' = J_1 \), \( J_2, \ldots, J_m \).

If, on the other hand, \( I_t < J_m \) (case 2), then we will search the intervals to the right of \( I_t : \{ L = I_{t+1}, \ldots, I_n \} \) in Fig. 5. By calling \( \text{binarySearch}(L, J_m, 0) \), we try to find, with exactly \( l \) more comparisons, an interval \( I_k \) either containable in \( J_m \) (case 2-1), or satisfying \( I_{k-1} < J_m < I_k \) (case 2-2). In case 2-1, we will call \( \text{search}(X, k, J_m) \) to find \( k' \) and \( k'' \) such that all the intervals in \( X \) between \( k' \) and \( k'' \) (including \( k', k'' \)) can be covered by \( J_m \) (then, all these intervals should be added to the result \( R \)); this information allows us to reduce the problem to the situation illustrated in Fig. 6(b). To complete the set intersection it is sufficient to perform the set intersection on the lists \( Y' = J_1, J_2, \ldots, J_m-1 \) and \( X' = I_1, \ldots, I_{k'-1} \). In case 2-2, the problem is reduced to \( Y' = J_1, \ldots, J_{m-1} \) and \( I'_t = I_{t+1}, \ldots, I_{k-1} \). See Fig. 6(c). Note that \( X' \) may be longer than \( Y' \), so that in the recursive calls to the set intersection procedure the roles of \( X \) and \( Y \) may become reversed.

Finally, due to the possible interchange of roles played by \( X' \) and \( Y' \), we need yet to consider a fourth case: \( J_m \subseteq I_t \). In this case, we simply insert \( J_m \) into \( R \) and the problem is reduced to the set intersection over \( Y' = J_1, \ldots, J_{m-1} \) and \( X' = I_1, \ldots, I_t \), also as case 2-1.

In terms of the above analysis, we give the following algorithm, in which besides \( \text{search}( ) \) and \( \text{binarySearch}( ) \), another two simple subfunctions \( B_0( ) \) and \( B_1( ) \) are also used, respectively for \( b = 0 \) and \( b = 1 \), to handle the result and to determine the interval subsequences for a next recursive call.

The algorithm takes two interval sequences \( X \) and \( Y \) with \( |X| \geq |Y| \), and a Boolean variable \( b \) as the inputs.

\[\text{ALGORITHM}
\text{setIntersect}(X, Y, b) \ (*\text{Initially, } b = 0.\*)
\begin{align*}
\text{begin} & \hspace{1em} \text{Let } X = I_1, I_2, \ldots, I_n \text{ and } L_2 = J_1, J_2, \ldots, J_m; \\
& \hspace{1em} \text{if } m = 0 \text{ then return; } \\
& \hspace{1em} \text{if } m = 0 \text{ then return; } \\
& \hspace{1em} i \leftarrow \left\lfloor \frac{n - 2}{2} \right\rfloor; \ \ t \leftarrow n - 2t' + 1; \ I \leftarrow J_m; \\
& \hspace{1em} \text{if } i \leftarrow I_t \text{ then } \{ X' \leftarrow X[1..t-1]; \ Y' \leftarrow Y; \} \\
& \hspace{1em} \text{if } I_t < I \text{ then } \{ \} \\
& \hspace{1em} \text{then } z \leftarrow \text{binarySearch}(X[t+1..n], I, b); \\
& \hspace{1em} \text{if } z = 0 \text{ then } \{ X' \leftarrow X; \ Y' \leftarrow Y[1..m - 1]; \} \\
& \hspace{1em} \text{else if } b = 1 \text{ then } \{ X' \leftarrow X; \ Y' \leftarrow Y[1..m - 1]; \} \\
& \hspace{1em} \text{else if } b = 1 \text{ then } \{ X' \leftarrow X; \ Y' \leftarrow Y[1..m - 1]; \} \\
& \hspace{1em} \text{else } \{ X' \leftarrow X; \ Y' \leftarrow Y[1..m - 1]; \} \\
& \hspace{1em} \text{if } I \supseteq I_t \text{ then } \{ X' \leftarrow X; \ Y' \leftarrow Y[1..m - 1]; \} \\
& \hspace{1em} \text{else } \{ X' \leftarrow X; \ Y' \leftarrow Y[1..m - 1]; \} \\
& \hspace{1em} \text{else } \{ X' \leftarrow X; \ Y' \leftarrow Y[1..m - 1]; \} \\
& \hspace{1em} \{ X' \leftarrow X; \ Y' \leftarrow Y[1..m - 1]; \} \\
& \hspace{1em} \text{setIntersect}(X', Y', b); \\
\text{end}
\end{align*}\]
The algorithm \texttt{setIntersect}(X, Y, b) can be viewed as composed of six parts.

Part 1 (lines 1–3). In this part, we do the initialization work.

Part 2 (line 4). In this part, we handle the case \( J_m < I_t \) by determining two interval sequences \( X' = X[1..t-1] \) and \( Y' = Y[1..|Y| - 1] \), to which the next recursive call will be applied.

Part 3 (lines 5–9). In this part, the most complicated case \( I_t < J_m \) is handled. First, a traditional binary search over \( X[1..t] \) will be carried out to find an interval, which contains \( J_m \) (if \( b = 1 \)), or is containable in \( J_m \) (if \( b = 0 \)) (see line 6).

If the corresponding interval is found, we will determine two interval sequences \( X' = X \) and \( Y' = Y[1..|Y| - 1] \) for the next recursive call (see line 7). Otherwise, depending on whether \( b = 1 \) or \( b = 0 \), we will respectively call \( B_1(X, Y, t, I, R) \), or \( B_0(X, Y, t, I, R) \), where \( I = J_m \) (see lines 8 and 9). In \( B_1(X, Y, t, I, R) \), we will first add \( I \) to \( R \) and then determine two interval sequences \( X' = X[1..t] \) and \( Y' = Y[1..|Y| - 1] \) for the next recursive call. In \( B_0(X, Y, t, I, R) \), we will first call \( \text{Search}(X, t, I) \) to find a pair \(<j', j''>\) such that all the intervals between \( j', j'' \) (including \( j', j'' \)) in \( X \) are containable in \( I \); and then add all these intervals to \( R \). Afterwards, two interval sequences \( X' = X[1..t-1] \) and \( Y' = Y[1..|Y| - 1] \) will be figured out for the next recursive call.

Part 4 (line 10). In this part, we call \( B_1(X, Y, t, I_t, R) \) to handle the case \( J_m \supset I_t \). (This case occurs only when \( b = 0 \).)

Part 5 (line 11). In this part, we call \( B_0(X, Y, t, I, R) \) to handle the case \( J_m \subset I_t \). (This case occurs only when \( b = 1 \).)

Part 6 (lines 12–13). In this part, we will apply a recursive call to the interval sequences figured out in the previous computation (i.e., in some Part \( i \) above for \( i \in \{2, \ldots, 5\} \)). In terms of whether \( |Y'| \leq |X'| \) or \( |Y'| > |X'| \), the new value of \( b \) for the recursive call is set to be the same as the old value of \( b \) (see line 12) or changed to its negation (see line 13).

Example 1. Consider \( L_2 = [1, 4][5, 11] \) and \( L_5 = [1, 1][3, 3][5, 5][8, 8][13, 13][17, 18] \). By calling \( \text{setIntersect}(L_5, L_2, 0) \), the following operations will be conducted:

Step 1: check \( L_2[2] = [5, 11] \) against \( L_5, l = \lfloor \log_2 \frac{5}{1} \rfloor = 1, t = n - 2^1 + 1 = 6 - 2 + 1 = 5, L_5[5] = [13, 13] \). Since \( 8, 11 < 13, 13 \), we will make a recursive call \( \text{setIntersect}(L_5[1..4], L_2, 0) \).

Step 2: In the execution of \( \text{setIntersect}(L_5[1..4], L_2, 0) \), check \( L_2[2] = [5, 11] \) against \( L_5[1..4], l = \lfloor \log_2 \frac{5}{1} \rfloor = 1, t = n - 2^1 + 1 = 4 - 2 + 1 = 3, L_5[3] = [5, 5] \). Since \( 5, 5 \subset [5, 11] \), we will call \( \text{Search}(L_5[1..4], 3, [5, 11]) \), which returns \(<j', j''>\). Then, we will recursively call \( \text{setIntersect}(L_5[1..2], L_2[1..1], 0) \) in the next step.

Step 3: check \( L_2[1] = [1, 4] \) against \( L_5[1..2], l = \lfloor \log_2 \frac{1}{1} \rfloor = 1, t = 3 - 2^1 + 1 = 2, L_5[2] = [3, 3] \). Since \( [3, 3] \subset [1, 4] \), we will call \( \text{Search}(L_5[1..2], 2, [1, 4])) \), which returns \(<j', j''>\). Then, we will recursively call \( \text{setIntersect}(L_5[1..0], L_2[1..0], 0) \) in the next step.

Step 4: \( |L_2[1..0]| = 0 \). Stop.

The result \( R = [1, 1][3, 3][5, 5][8, 8] \).

5. Improvements

In this section, we discuss an improvement of the algorithm discussed in the previous section. First, we show how LCAs (least common ancestors) can be used to speed up the binary search of a sorted interval sequence in 5.1. Then, in 5.2, we discuss how LCAs can be efficiently figured out.

5.1. Integrating LCAs into binary search

First of all, we notice that the time complexity of \( \text{setIntersect}(X, Y, b) \) is bounded by \( O(|Y| \cdot \log |X|) \) with \( |X| \geq |Y| \) since in the worst case \( \text{Search}(X, t, I) \) requires \( O(|X|) \) time, where \( 1 \leq t \leq |X| \) and \( I \) is an interval in \( Y \). However, by using LCAs, both \( \text{Search}(X, t, I) \) and \( \text{binarySearch}(L, I, b) \), can be non-trivially improved.
5.1.1. LCA sequences

Denote by $V_x$ all the nodes labeled with $x$ in $T$. All the LCAs of the nodes in $V_x$, denoted as $V_x'$, can be efficiently recognized in a way to be discussed in 5.2. For example, for the set of nodes labeled with number 5: $V_5 = \{v_{10}, v_5, v_{11}, v_{18}, v_{14}, v_9\}$, we can find another set of nodes: $V_5' = \{v_1, v_6, v_2, v_0\}$ with $v_1$ being the LCA of $\{v_{10}, v_5\}$, $v_6$ the LCA of $\{v_{11}, v_{18}\}$, $v_2$ the LCA of $\{v_{11}, v_{18}, v_{14}\}$, and $v_0$ the LCA of $\{v_{10}, v_5, v_{11}, v_{18}, v_{14}, v_9\}$. Now we construct a tree structure, called an LCA-tree and denoted as $T_x$, which contains all the nodes in $V_x \cup V_x'$. In $T_x$, there is an arc from $v_1$ to $v_2$ if there exists a path $P$ from $v_1$ to $v_2$ in $T$ and $P$ does not pass any other node in $V_x \cup V_x'$. In Fig. 7(a), we show $T_5$ for illustration.

Replacing each node in $T_x$ with the corresponding interval, we get another tree, denoted as $T_x'$, in which each internal node $v$ must be an interval that is the smallest interval covering all the intervals represented by the leaf nodes in $T_x'[v]$ (the subtree rooted at $v$ in $T_x'$). See $T_5'$ shown in Fig. 7(b) for illustration. From this, we can see that $[1, 4]$ is the smallest interval covering $[1, 1]$ and $[3, 3]$; $[8, 11]$ is the smallest interval covering $[5, 5]$ and $[8, 8]$; and $[5, 16]$ is the smallest interval covering $[5, 5], [8, 8]$ and $[13, 13]$. Finally, $[1, 20]$ is the smallest interval covering all the intervals in $L_5' = [1, 1] [3, 3] [5, 5] [8, 8] [13, 13] [17, 18]$.

Here, our intention is to associate each interval $I_j$ in $X$ with a second interval, which is the parent of $I_j$ in $T_x'$, denoted as $c(j)$. For this purpose, we will keep a sequence $I_j$ containing all the LCA-intervals in the post-order of $T_x'$. (This can be obtained by traversing $T_x'$ in post-order, but with all the leaf nodes removed.) For example, $I_5 = \gamma_1 \gamma_2 \gamma_3 \gamma_4 = [1, 4][8, 11][5, 16][1, 20]$. Each $I_j$ in $I_j$ is associated with two links, denoted as $l(I_j)$ and $r(I_j)$, pointing to intervals in $I_j$, which are respectively the left-most and right-most leaf nodes in $T_x'[\gamma_j]$ (the subtree rooted at $\gamma_j$ in $T_x'$). Fig. 8 helps for illustration.

In Fig. 8, $r_{L_5} = [17, 18]$ is associated with an LCA-interval $c(6) = \gamma_4 = [1, 20]$, which is the parent of $r_{L_5}$ in the corresponding $T_x'$ shown in Fig. 7(b). In addition, $l(\gamma_4)$ is a link pointing to $l_{L_5}$ and $r(\gamma_4)$ is a link pointing to $r_{L_5}$. They are respectively the left-most and the right-most interval in $L_5$ covered by $\gamma_4$. In the same way, we can check all the other intervals and links shown in Fig. 8.

5.1.2. Improving search( ) by using LCAs

By using LCA intervals and the corresponding links, search($X$, $t$, $l$) should be changed to search($X$, $I_0$, $t$, $l$), which can be done more efficiently as follows.

1. Let $X = I_1, I_2, \ldots, I_n$. Let $I_0$ be the corresponding LCA interval sequence. Assume that $1 \leq t \leq n$ such that $I_t \subset I$ in $Y$.
2. Compare $I$ and $c(t) = \gamma_i$ for some $i$, where $c(t)$ represents the LCA-interval of $I_t$.
   i) If $\gamma_1 \supset I$, return $L$. 
   ii) If $\gamma_1 = I$, return $l(I)$. 
   iii) If $\gamma_1 \subset I$, search the intervals to the right of $\gamma_1$ in $I_0$ to find a largest $f \geq i$ such that $\gamma_f$ is covered by $I$. Return $r(I)$. 
3. In the first two cases of (2) (i.e., in 2-(i) and 2-(ii)), $I_0$ will be changed to $I_0[1..k]$, which will be used for the next recursive execution of setIntersection( ), $k$ is the position just prior to $\gamma_i$ in $I_0$. In the third case of (2), $I_0$ will be changed to $I_0[k..g]$, where $g$ is the position just prior to $\gamma_f$ in $I_0$. 

Special attention should be paid to (2).

In the case of $\gamma \supset I$, $I_t$ must be the unique interval, which can be covered by $I$. Therefore, $<t, t>$ is simply returned.

In the case of $\gamma \prec I$, $I$ can only cover all those intervals between $l(\gamma)$ and $r(\gamma)$ (including $l(\gamma)$, $r(\gamma)$) in $X$. So $<l(\gamma), r(\gamma)>$ will be returned.

In the case of $\gamma \subset I$, we will try to find a highest interval (in $T_x^\gamma$) which can be covered in $I$. This can be found only among those intervals to the right of $\gamma$ (if any) since $T_x^\gamma$ is an interval sequence in the post-order of $T_x$. (Recall that by using the original $\text{search}(X, t, I)$ we may need to search the whole $X$.)

In this way, the time complexity of $\text{Search}(X, T_x^\gamma, t, I)$ is dramatically decreased. First, in the case of $c(t) = \gamma \supset I$ or $\gamma \subset I$, no search of $X$ is performed at all. Secondly, in the case of $\gamma \subset I$, only part of $T_x^\gamma$ (to the right of $\gamma$) is explored. Using the traditional binary search, the time for this task must be bounded by $\Omega(\log(|I|/|Y|))$ since we always have $|T_x^\gamma| \leq |X|$.

**Example 2.** To see how the LCA$s$ can be used to skip over useless checks, we check several single intervals against $L_5$ in Fig. 8 to demonstrate the working process.

1. Assume that $I = [13, 15]$ is compared with $I_5^3 = [13, 13]$ in $L_5$. We have $[13, 13] \subset [13, 15]$. Since $c(5) = \gamma_3 = [5, 16] \supset I = [13, 15]$, we immediately know that $I_5^3 = [13, 13]$ is the only intervals which can be covered by $I = [13, 15]$ and simply return $\prec 5, 5 >$

2. Assume that $I = [5, 11]$ is compared with $I_5^2 = [8, 8]$ in $L_5$. We have $[8, 8] \subset [5, 11]$. However, $I = c(4) = \gamma_2 = [5, 11]$. We will return $<l(\gamma_2), r(\gamma_2) >= <3, 4 >$. No further search is necessary.

3. Assume that $I = [5, 16]$ is compared with $I_5^2 = [8, 8]$ in $L_5$. We have $[8, 8] \subset [5, 16]$. But we also have $c(4) = \gamma_2 = [5, 11] \subset [5, 16]$. So we will search part of $T_x^\gamma$ to the right of $[5, 11]$ (it is a subsequence: $[5, 16][1, 20]$) to find a largest interval which can be covered by $I = [5, 16]$. It is $\gamma_3 = [5, 16]$. So we return $<l(\gamma_3), r(\gamma_3) >= <3, 5 >$.

5.1.3. Improving binarySearch() by using LCA$s$

We need further change $\text{binarySearch}(X, I, b)$ to $\text{binarySearch}(X, T_x^\gamma, I, b)$, by which the search can also be done more efficiently by using LCA-intervals.

1. Let $X = I_1, I_2, \ldots, I_n$. Let $T_x^\gamma = \gamma_1, \ldots, \gamma_j$ be the corresponding LCA interval sequence. Let $t = \lfloor n/2 \rfloor$. Compare $I$ and $I_1$.

2. If $b = 0$ and $I \supset I_1$, return $t$.

3. If $b = 1$ and $I \subset I_1$, return $t$.

4. If $I \prec I_1$, compare $I$ and $c(t) = \gamma_i$ for some $1 \leq i \leq |T_x^\gamma|$, where $c(t)$ represents the LCA-interval of $I_t$. If $I \not\prec \gamma_i$, we will explore $X[I_1..l(\gamma_i)−1]$ in a next step; otherwise, $X[I_1..r(\gamma_i)−1]$.

5. If $I \sim I_1$, also compare $I$ and $c(t) = \gamma_i$ for some $1 \leq i \leq |T_x^\gamma|$. If $I \not\prec \gamma_i$, we will explore $X[r(\gamma_i) + 1..n]$ in a next step; otherwise, $X[I_1..r(\gamma_i)]$.

In the above process, if $b = 0$ we will check whether $I \supset I_1$ (line 2) while if $b = 1$ we will check whether $I \subset I_1$ (line 3). However, for the case $I \prec I_1$ (line 4) or $I \sim I_1$ (line 5), the LCA-intervals can be used to control the binary search in the same manner no matter whether $b = 0$ or $b = 1$, due to the following two lemmas.

**Lemma 5.** Let $I$ be an interval in an interval sequence $L$ and $\gamma$ its LCA-interval. Let $l'$ be another interval such that $l' \prec I$ and $l' \not\prec \gamma$. Then, for any interval $l''$ between $l(\gamma)$ and $r(\gamma)$ (including $l(\gamma)$ and $r(\gamma)$), we have neither $l'' \supset l'$, nor $l'' \subset l'$.

**Proof.** If $l'' \supset l'$, we would have $l' \subset \gamma$ since $l'' \subset \gamma$. This contradicts the fact that $l' \not\subset \gamma$. If $l'' \subset l'$, we would have $l' \subset \gamma$ or $\gamma \subset \gamma$. Since $l' \not\subset \gamma$, we would have $\gamma \subset l'$, which contradicts the fact that $l' \prec I$. $\Box$

**Lemma 6.** Let $I$ be an interval in an interval sequence $L$ and $\gamma$ its LCA-interval. Let $l'$ be another interval such that $l' \prec I$ and $l' \not\subset \gamma$. Then, for any interval $l''$ between $l(\gamma)$ and $r(\gamma)$ (including $l(\gamma)$ and $r(\gamma)$), we have neither $l'' \supset l'$, nor $l'' \subset l'$.

**Proof.** The lemma can be proved in a way similar to Lemma 5. $\Box$

In this way, the time for the binary search of an interval sequence $X$ can be reduced to $O(\log(|T_x^\gamma| + \log \lambda))$, where $\lambda$ is the largest number of intervals in $X$, which share the same LCA. We always have $|T_x^\gamma| \leq |X|$ and $\lambda \leq |X|$. Especially, if $|T_x^\gamma| \geq 2$, $|T_x^\gamma| < |X|$ and $\lambda < |X|$.

Finally, part 1 (line 4) in $\text{setintersect}( )$ should be accordingly slightly changed to use LCA-intervals to speed up the process as described below.

If $I \prec I_1$ then $\{$ if $I \not\subset c(t)$ then $X' \leftarrow X[I_1..l(c(t))−1]$ else $X' \leftarrow X[I_1..t−1]$; $Y' \leftarrow Y; \}$

From the above discussion, we can clearly see that LCAs are quite useful for speeding up the operation. However, all of them have to be first efficiently recognized. In the next subsection, we address this issue in great detail.
5.2. Construction of LCA-trees

For constructing $T_x$, the LCAs for all the nodes labeled with $x$ (in $T$) have to be recognized. A simple approach is to search $T$ for each $x$, which obviously needs $O(|S| \cdot |T|)$ time, where $S = \bigcup_{i=1}^{M} S_i$. But we will describe an algorithm, whose time complexity is bounded by $O(|T|)$.

For this purpose, we will search $T$ bottom-up, and the nodes labeled with different $x$'s and the corresponding LCAs will be inserted into different $T_x$'s. We will attach each node $v$ with two links when inserted into a $T_x$, denoted as $\text{parent}(v)$ and $\text{left-sibling}(v)$, respectively. $\text{parent}(v)$ is used to point to the parent of $v$ in $T_x$ while $\text{left-sibling}(v)$ points to a node in $T_x$ inserted just before $v$, which is not a descendant of $v$ in $T$ (of course, not in $T_x$, either). Concretely, the following operations will be conducted.

1. For each $v \in S$, $T_v \leftarrow \emptyset$.
2. Let $u$ (labeled with an integer $x$) be the first node encountered during the bottom-up searching of $T$. Insert $u$ in $T_x$.
3. Let $v$ be the currently encountered node in $T_x$ and labeled with an integer $y$. Let $v'$ be the node visited just before $v$.
4. Do (4) or (5), depending on whether $v$ is the parent of $v'$ or not.
5. If $v$ is not the parent of $v'$, then insert $v$ into $T_y$.
6. If $v$ is a parent of $v'$, then for each child $z$ of $v$ in $T$, let $K(z)$ be the set of LCA-trees, into which $z$ is inserted.
7. Then, for each $z$ and for each $T' \in K(z)$, we will go along a left-sibling chain starting from $z$ in $T'$ until we meet a node $v''$ which is not a child (descendant) of $v$ in $T'$. For each encountered node $u$ except $v''$, set $\text{parent}(u) \leftarrow v$. Finally, set $\text{left-sibling}(v) \leftarrow v'$.

Fig. 9 is a pictorial illustration of this process.

In Fig. 9(a), we show the navigation along a left-sibling chain starting from $v'$ when we find that $v'$ is a child (descendant) of $v$. This process stops whenever we meet $v''$, a node that is not a child (descendant) of $v$. Fig. 9(b) shows that the left-sibling link of $v$ is set to point to $v''$, which is previously pointed to by the left-sibling link of $v$'s left-most child.

Combining the above process with a bottom-up search of $T$, we get an efficient algorithm $\text{find-LCA}(T)$ (see below) for finding all the LCAs.

\begin{algorithm}
\caption{$\text{find-LCA}(T)$.}
\begin{algorithmic}[1]
\State For each $w \in S$, $T_w \leftarrow \emptyset$.
\State Let $u$ (labeled with an integer $x$) be the first node encountered during the bottom-up searching of $T$. Insert $u$ in $T_x$.
\State Let $v$ be the currently encountered node in $T_x$ and labeled with an integer $y$. Let $v'$ be the node visited just before $v$.
\State Do (4) or (5), depending on whether $v$ is the parent of $v'$ or not.
\State If $v$ is not the parent of $v'$, then insert $v$ into $T_y$.
\State If $v$ is a parent of $v'$, then for each child $z$ of $v$ in $T$, let $K(z)$ be the set of LCA-trees, into which $z$ is inserted.
\State Then, for each $z$ and for each $T' \in K(z)$, we will go along a left-sibling chain starting from $z$ in $T'$ until we meet a node $v''$ which is not a child (descendant) of $v$ in $T'$. If the number of the nodes encountered on this navigation along the left-sibling chain is larger than 1, insert $v$ into $T'$, set $\text{parent}(u) \leftarrow v$ for each $u$ on the chain, and set $\text{left-sibling}(v) \leftarrow v''$; otherwise, $v$ will not be inserted into $T'$.
\end{algorithmic}
\end{algorithm}

In the algorithm, special attention should be paid to (5), by which the parent/child relationship of the nodes in each LCA-tree $T'$ is established. Denote by $d_T(v)$ the outdegree of a node $v$ in $T'$. Since for each node $v$ added to $T'$ as a parent of some other nodes a left-sibling chain will be navigated, $O(d_T(v))$ time is required for this task. Therefore, the time used for establishing a single $T'$ is bounded by

$$\sum_{v \in T'} d_T(v) = O(|T'|).$$

On the other hand, since for each internal node $v$ in $T'$ we have $d_T(v) \geq 2$, $|T'|$ must be $\leq 2|\text{leaves}(T')|$, where $\text{leaves}(T')$ represents all the leaf nodes of $T'$ and must be exactly all those nodes labeled with a same integer in $T$. Thus, the time complexity for constructing all the LCA-trees must be bounded by

$$\sum_{\text{all } T'} O(|T'|) = \sum_{\text{all } T'} O(2|\text{leaves}(T')|) = O(2|T|) = O(|T|).$$

Example 3. Consider the trie \( T \) shown in Fig. 1(d). Applying the above algorithm to \( T \), we will generate a series of subtrees as illustrated in Fig. 10. Due to space limitation, only first 7 steps are traced.

In step 1, node \( v_{10} \) labeled 5 is met and inserted into \( T_5 \). In step 2, \( v_4 \) labeled 6 is encountered and inserted into \( T_6 \). But it is not inserted into \( T_5 \) since \( v_{10} \) is its unique child. In step 3, we meet \( v_3 \) labeled 5. Since it is not an ancestor of \( v_{10} \), a link \( \text{left-sibling}(v_3) = v_{13} \) is created. In step 4, \( v_1 \) labeled 2 is met and inserted into \( T_2 \). At the same time, it is also inserted into \( T_5 \) since \( v_3 \) is a child of \( v_1 \) and when we navigate along the left-sibling chain starting from \( v_3 \), we will meet \( v_{10} \) which is a descendant of \( v_1 \). In step 5, we meet \( v_{11} \) labeled with 5. Since it does not have any child, it will be inserted into \( T_5 \), and a link \( \text{left-sibling}(v_{11}) = v_{13} \) will also be created. In step 6, we will meet \( v_{12} \) labeled 4 and insert it into \( T_4 \). In step 7, \( v_{17} \) labeled 4 is encountered and inserted into \( T_4 \) with a link \( \text{left-sibling}(v_{17}) = v_{11} \) being created.

6. Correctness and time complexity

In this section, we prove the correctness of \( \text{setIntersect}(L_x, L_y, b) \) with LCAs, and analyze its time complexity.

Lemma 7. Let \( u \) and \( v \) be two nodes in \( T \) such that \( I_u \prec I_v \). Let \( u' \) and \( v' \) be their respective LCAs. Then, \( u' \) and \( v' \) must be in one of three relationships: \( u' \) and \( v' \) are identical, \( I_{u'} \prec I_{v'} \), or \( u' \) is an ancestor of \( v' \).

Proof. Since \( I_u \prec I_v \), it is possible that \( u' \) and \( v' \) are identical, or \( I_{u'} \prec I_{v'} \). If \( u' \) and \( v' \) are not identical, nor \( I_{u'} \prec I_{v'} \) holds, \( u' \) must be an ancestor of \( v' \). Otherwise, \( I_{v'} \prec I_{u'} \) (i.e., \( I_{v'}[2] < I_u[1] \)). This contradicts the fact that \( I_{u'} \supseteq I_u \), which implies that \( I_{v'}[1] < I_{u'}[1] \leq I_u[1] < I_{v'}[2] \).

Corollary 1. Let \( u \) and \( v \) be two nodes labeled with the same integer \( x \) in \( T \) such that \( I_u \prec I_v \). Then, if in \( \Gamma_x \) the LCA \( u' \) of \( u \) appears after the LCA \( v' \) of \( v \), \( u' \) must be an ancestor of \( v' \).

Based on the above Corollary, we can immediately get the correctness of the modified \( \text{Search}(X, t, I) \). We recall that by the original \( \text{Search}(X, t, I) \), for \( I \supseteq I_{1} \), we will try to find a smallest \( j \leq t \) and a largest \( j' \geq t \) such that all the intervals in \( X \) between \( j \) and \( j' \) (including \( j \) and \( j' \)) can be contained in \( I \). By the modified \( \text{Search}(X, t, I) \), we use the LCA-intervals in \( \Gamma_x \) and distinguish among three cases: \( c(t) \supseteq I_x, c(t) = I_x \), and \( c(t) \subset I_x \), where \( c(t) \) represents the LCA of \( I_t \) in \( \Gamma_x \). In the first case, we simply return \( < t, t > \). In the second case, we will return \( < I_c(t), r_c(t) > \). This is obviously correct. In the third case, we will search part of \( \Gamma_x \) to the right of \( c(t) \) to find the last interval \( y \) which is still contained in \( I \) and return \( < l(y), r(y) > \). The correctness of this process is guaranteed.
by the Corollary. Finally, for each case, \( \Gamma_x \) is shortened for efficiency. For the first two cases, the subsequence starting from

\( c(t) \) to the end of \( \Gamma_x \) is cut off. For the third case, we take away all the intervals starting \( \gamma \) to the end from \( \Gamma_x \). This will
definitely not impact the correctness since we proceed for \( X \) and \( \Gamma_x \) from right to left.

**Lemma 8.** The modified Search \((X, \Gamma_x, t, I)\) (with \( I \supseteq \Gamma_x \)) will find a smallest \( j' \leq t \) and a largest \( j'' \geq t \) such that all the intervals in \( X \) between \( j' \) and \( j'' \) (including \( j', j'' \)) can be contained in \( I \).

**Proof.** See the above analysis. \( \square \)

**Proposition 2.** Let \( X \) and \( Y \) be two interval sequences with \(|X| \geq |Y|\). \( \text{setIntersect}(X, Y, b) \) with LCAs will return a correct answer.

**Proof.** To prove the correctness of \( \text{setIntersect}(X, Y, b) \) with LCAs, where \(|X| \geq |Y|\), we simply check all the following four
cases one by one.

Case 1: \( J_m < I_t \) (line 4),

Case 2: \( I_t < J_m \) (lines 5–9),

Case 3: \( J_m \subset I_t \) (line 10), and

Case 4: \( J_m \subset I_t \) (line 11).

In Case 1, the problem is reduced. Depending on whether \( J_m \subset c(t) \), it is reduced to \( X' = X[1..t-1] \) and \( Y' = Y \); or
\( X' = X[1..c(t)-1] \) and \( Y' = Y \). This is obviously correct.

In Case 2, we first try to find an interval in the part to the right of \( I_t \) in \( X \), which can be contained in \( J_m \) or contain \( J_m \)
(depending on whether \( b = 1 \) or \( b = 0 \)), by using the modified \text{binarySearch}(L, \Gamma, J_m, b). According to Lemma 4 and 5, it is
correct. If such an interval can be found, the problem is reduced to \( X' = X \) and \( Y' = Y[1..m-1] \). Otherwise, depending on
the value of \( b \), we call \( B_1(\cdot) \) or \( B_0(\cdot) \). \( B_1(\cdot) \) is simply correct. \( B_0(\cdot) \) is correct in terms of Lemma 7.

In Case 3, we call \( B_0(\cdot) \). In Case 4, we call \( B_1(\cdot) \). According to the analysis of Case 2, we can see that these two cases
are also correctly handled. This completes the proof of the proposition. \( \square \)

**Lemma 9.** Let \( m = |Y| \) and \( n = |X| \). Assume that \( m \leq n \). The time complexity of \( \text{setIntersect}(L_y, L_y, b) \) with LCAs is bounded by
\( O((1+2n)m) \), where \( l = \lceil \log \frac{m}{n} \rceil \).

**Proof.** We prove the proposition by induction on \( h = m + n \). \( \square \)

Basis. When \( h = 1, 2 \), the proposition trivially holds.

Hypothesis. Assume that the proposition holds when \( h \leq k \). We will prove that when \( h = k + 1 \), the proposition also
holds.

Denote by \( \alpha(m, n) \) the number of comparisons made by the algorithm. Then, according to the four cases checked in the
algorithm, we have

1. \( J_m \subset I_t : \alpha(m, n) = 1 + \alpha(m, n - 2^l - 1) \);
2. \( I_t < J_m : \alpha(m, n) = 1 + 2l + \alpha(m - 1, n) \), where \( 2l \) is due to the two searches: one in \( X \) and one in \( \Gamma_x \);
3. \( J_m \supset I_t : \alpha(m, n) = 1 + l + \alpha(m - 1, n - 2^l - 1) \), where \( l \) is due to the search in \( \Gamma_x \); and
4. \( J_m \subset I_t : \alpha(m, n) = 1 + \alpha(m - 1, n) \),

where \( t = n - 2^l - 1 \).

(3) and (4) are obviously smaller than (1) or (2). So we need only to solve recursions (1) and (2). To solve the recursion
(1), we represent \( n \) as \( 2^m + l + \lambda \) with \( 0 \leq \lambda < m \). Thus, we have

\( n - 2^m < 1 = 2^m + l + \lambda - 2^l - 1 \).

If \( \lambda - 2^l - 1 < 0, n - 2^l - 1 = 2(l-1)m + \lambda' \), where \( \lambda' = m + \lambda - 2^l - 1 < m \). By induction, \( \alpha(m, n) = 1 + \alpha(m, n - 2^l - 1) = \alpha(2^l(l-1)m + (-1 + 2l)2^l) \leq 1(2^l + 2l)m \). In the case of \( \lambda - 2^l - 1 \geq 0 \), we must have \( \lambda < m \). By induction, the
proposition still holds.

For recursion (2), we have

\( 1 + 2l + \alpha(m - 1, n) = 1 + 2l + (1 + 2l)(m - 1) = (1 + 2l)m \),

which shows that the proposition also holds in this case.

Finally, we notice that by using the modified \text{binarySearch}(\cdot) (see 4.1), the running time to search \( X[1..|X|] \) is ac-
tually bounded by \( O(\log \| \Gamma_0 \| c(t) + \| \Gamma_2 \| + \log \lambda) \) (instead of \( O(\log \frac{m}{n}) \)), where we use \( c(t) \) to represent the position of \( I_t \)’s
LCA-interval in \( \Gamma_x \), and \( \lambda \) is the largest number of intervals in \( X[1..|X|] \), which share the same LCA; and in general
we have \( \| \Gamma_2 \| c(t) + \| \Gamma_2 \| \) and \( \lambda \) both smaller than \( \| X[1..|X|] \| = \frac{n}{m} \). So we have the following proposition on the time
complexity of our algorithm.
In order to show that our method has not only the best theoretical time complexity, but also works quite well in practice, we have made a bunch of tests.

In the experiments, we have tested seven methods:

- Hwang–Lin’s [57] (HL for short),
- Baeza-Yates’s [5] (BY for short),
- Barbay–Ortiz–Lu’s [7] (BOL for short),
- Hashing-based (RandGroupScan in [26]; Hb for short),
- Skip-list-based [43] (Skl for short),
- setIntersect (discussed in the paper; sl for short),
- setIntersect with LCAs (discussed in the paper; sIl for short).

All our experiments are performed on a 64-bit Windows operating system. The processor is Intel Core(TM) i5-3210M CPU @ 2.50 GHz with 8 GB RAM. All index techniques are implemented by C++ and compiled by Microsoft Visual Studio 2010. We use the function QueryPerformanceCounter() from the Kernel32.lib library to measure the CPU time, which provides a high-precision timing (microsecond precision) on the Windows Platform. For all the tests the indexes are put entirely in memory.

- Data sets

To evaluate the algorithms, we use both synthetic and real data.

For the experiments with synthetic data, we first create a vocabulary containing 3 million words (short strings each containing less than 20 characters). Then, we randomly choose words to form a document. The length of each document is between 500 and 1000 words.

For the experiments with real data, we use the TREC GOV2 corpus. The characteristics of this collection are shown in Table 2.

The corpus is associated with a query log containing 100,000 queries. For this test, we randomly choose 6000 queries which contain more than one key word. Table 3 shows the distribution of the numbers of key words in queries.

### 7.1. Test on synthetic data sets

- Two word queries with varying list sizes

First, we test two-word queries with varying list sizes. We use the synthetic data. The results are shown in Fig. 11, where the time is measured in milliseconds. In Fig. 11(a), we demonstrate the results over short lists ranging from 4k/4k (both...
lists taking parting in the operation are of length 4k integers) to 4k/1M (one of the lists contains 4k integers while the other 1 million integers). In Fig. 11(b), we show the results over long lists ranging from 40k/2M to 40k/10M.

From these two figures, we can see that our methods uniformly outperform the other strategies. Even the binary search of intervals without LCA's works better than the others. Especially, as the length of inverted lists increases, the running time of our methods decreases. For short inverted lists (Fig. 11(a)), no significant difference among hash-based, SkipList, and all the adaptive methods can be observed. However, for large inverted lists (Fig. 11(b)), we can clearly see that SkipList has the worst performance. We can also see that Hwang and Lin’s is slightly worse than Baeza-Yates’s, Barbay–Ortiz–Lu’s, and hash-based methods.

In Fig. 12, we show the ratios of the interval sequence sizes over their corresponding inverted lists, which is obtained by dividing all the inverted lists into ten groups according to their sizes and calculating the average size of each group and the average size of the corresponding interval sequences.

This figure demonstrates that as the size of inverted lists increases the size of the corresponding interval sequences become shorter. Together with the binary search and the use of LACs, this property makes our methods superior.

- **Tests on queries with varying number of key words**

In this experiment, we vary the number $k$ of words in a query with $k = 2, 3, \ldots, 7$. For each query, the words are chosen randomly, but with a control being imposed so that the size of the inverted lists associated with each word is larger than 100,000 since for short lists all the algorithms work fast (as shown in Fig. 11(a), they all run within one millisecond) and no significant difference can be observed.

In Fig. 13, we report the test results on the queries with 2, 3, and 4 key words while in Fig. 14 on the queries with 5, 6, and 7 key words.

From these two figures, we can see that the SkipList, and the Hash-based both perform poorly. The reason for this is due to the auxiliary data (such as new hash values) or new data structures (such as new skip lists) that have to be established for the intermediate results. In the opposite, for all the remaining algorithms, no such a task is required. Even though for our algorithm with LCA's extra data structures are used, they are automatically changed for the intermediate results and no extra effort is required to reproduce them.
So both our algorithms work much better than the \textit{SkipList} and the \textit{Hash-based} when more words are involved in a query. They are also better than all the other three methods since much shorter interval sequences are checked.

### 7.2. Tests on real data sets

In this experiment, we use TREC GOV2 corpus. The most important characteristics of this text corpus are given in Table 2. Over this database, the same tests are performed as over the synthetic database. However, for the tests on the two-word queries, we have evaluated queries from the query log, categorized into four groups with each containing 25 queries. In the first three groups, both the words are with high appearance frequency, middle appearance frequency, and low appearance frequency, respectively; and the ratio $|\mathcal{I}_w|/|\mathcal{I}_w'|$ for all the queries is set to be between 1.0 and 1.22, where $\mathcal{I}_w$ represents the inverted list associated with $w$. In the fourth group, the appearance frequencies of the two words in a query is greatly different with the ratio $|\mathcal{I}_w|/|\mathcal{I}_w'| \geq 8$.

For the queries with varying number of words, denoted by $w_i$ the $i$th word in a query and $\mathcal{I}_i$ the inverted list associated with $w_i$. In all the queries, the words are ordered such that $|\mathcal{I}_i| \leq |\mathcal{I}_{i+1}|$. For all the queries tested, the ratio $|\mathcal{I}_{i+1}|/|\mathcal{I}_i|$ is between 1.0 and 2.0. But for our methods, the words are reordered according to the length of interval sequences.

In Fig. 15, we show the average time of each strategy on two-word queries. In Fig. 15(a) we show only the running time of queries over short lists while in Fig. 15(b) we show the average time of all the tested queries.

In Figs. 16 and 17, we show the test results on the queries with 2, 3, 4 words, and the queries with 5, 6, 7 words, respectively.

From these figures, we can see that for the two-word queries Hwang and Lin’s is slightly worse than Baeza-Yates’s, but Barbay–Ortiz–Lu’s has a comparable performance. They all are much better than the \textit{Hash-based} and the \textit{SkipLst}. Again, for the queries with more than two words, the performance of the \textit{Hash-based} degrades due to the recalculation of hash values for the intermediate results. For a similar reason, the \textit{SkipList} also works poorly.

Our algorithms still work best, consistent with our theoretical time analysis.

### 7.3. Space requirements

The high performance of our methods is at cost of extra space for storing interval sequence. However, in comparison with some other methods with auxiliary data structures, like the \textit{SkipList}, and the \textit{Hash-based}, the space overhead imposed by our methods is not a big deal. Especially, by using different integer encoding schemes, such as $\delta$-coding, $\gamma$-coding (p. 116 in...
Fig. 15. Two word queries over real data.

Fig. 16. Test results on queries with 2, 3, 4 words.

Fig. 17. Test results on queries with 5, 6, 7 words.
space. Its storage requirement is between 1.1 and 1.5 times of the size of the compressed inverted lists and between 1.05 and 1.21 times of the size of the Hash-based algorithm.

In Fig. 19, we show the running time. Comparing this figure and Fig. 13, we can clearly see that more time is required for every algorithm to evaluate the same kind of queries.

7.4. Indexes on disk

In all the above tests, all the indexes are maintained in main memory. However, indexes are normally disk-resident. When a query arrives, the corresponding inverted lists or the corresponding interval sequences will be taken from hard disk into main memory. This can be done quickly by using a hash table. In order to check the impact of space usage on query time, we have done two more experiments. One is with small buffer sizes, and the other is with large ones. Altogether four methods are tested in such an environment: SkipList, Baeza-Yates's, interval sequence with and without LCAs. In the tests, we have run 500 two-word queries (from the query log) with each word associated with an inverted list of length larger than 100,000. The average running times are shown in Fig. 20(a) and (b).

From Fig. 20(a), we can see that the small buffer sizes do not impact much our methods. It is because for a long inverted list the corresponding interval sequence tends short. In the opposite, the impact of small buffer sizes for Baeza-Yates's is relatively big due to the way it works. By this method, at each step a median element of the shorter list will be figured out to do a binary search in the longer list. In a small buffer, however, only part of the lists is stored and each time only a locally central element (i.e., the median of the part of the shorter list, which is currently stored in the buffer) can be used, which will substantially degrade the efficiency of this method. Comparing Fig. 20(a) and Fig. 11(b), we can see that, with large buffers, no significant difference between in-memory and on-disk for all the four strategies can be observed.
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